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Abstract. NEO is ranked as one of the top blockchains by market capi-
talization. We provide a security analysis on its backbone consensus pro-
tocol, called delegated Byzantine Fault Tolerance (dBFT). The dBFT
protocol has been employed by NEO and other blockchains like ONT.
dBFT claims to guarantee safety when no more than f = bn

3
c nodes

are Byzantine, where n is the total number of consensus participants.
However, we identify attacks to break the safety with no more than f
Byzantine nodes. This paper provides the following contributions. First,
we evaluate NEO’s source code and present the procedures of dBFT.
Then, we present two attacks to break the safety of dBFT protocol
with no more than f nodes. Therefore, the system cannot guarantee
the claimed safety. We also provide recommendations on how to fix the
system against the identified attacks.

Keywords: Blockchain · NEO · dBFT · Safety.

1 Introduction

NEO has been one of the top-ranked blockchain platforms by its market capital-
ization. Rebranding from the Antshares in June 2017, NEO becomes the earliest
and the longest-running public chain in China. From about 0.1 USD at the be-
ginning of 2017, NEO reached a value of 160 USD at the end of 2017. At the time
of writing, it’s market capitalization is about 0.67 billion USD6. The thousand-
fold return on the investment placed NEO in the ranks of top blockchains within
China and abroad. NEO has successfully established a matured ecosystem with
decentralized applications (DApps), including games, lotteries, wallets, and ex-
changes. Furthermore, NEO has developed a complete architecture covering the
consensus mechanism and components including NeoX, NeoFS, NeoQS [29] [20].
As the core protocol, dBFT was later adopted by the Ontology platform as one
of the pluggable consensus mechanisms [23].

?? Corresponding author.
6 https://coinmarketcap.com/currencies/neo/. Data fetched on 21st Sept. 2019.
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Consensus protocols make distributed participants collectively reach an agree-
ment, which enables the immutability and prevents the forks within blockchain
systems. Byzantine fault tolerance (BFT) consensus and its variants (together
denoted as BFT-style consensus) tolerate a certain number of Byzantine partici-
pants who can misbehave. BFT-style mechanisms are permissioned, and provide
a deterministic consensus guarantee [25] [26]. Various projects [18] employ the
BFT-style consensus for their special needs. In particular, Practical Byzantine
Fault Tolerance (PBFT) [9] is used as the foundation of many variants, as it en-
ables the system to efficiently (with polynomial complexity) tolerate participants
with arbitrary faults. For example, a variant of PBFT has been implemented for
Hyperledger Fabric v0.5 and v0.6 [3] and Hyperledger Sawtooth v1.0 [4] [7].

dBFT is also a variant of PBFT, with the modifications on network model
(from Client/Server to P2P), rule of permission (from fixed to dynamic) and
procedure of commit (from 3-phase to 2-phase). dBFT focuses on the perfor-
mance and scalability, however, the security has not been seriously analyzed. A
comprehensive security analysis is absent from the official documents, including
its whitepaper [20], documentation [29], and GitHub documents [19]. In fact, af-
ter examining the source code, we find that the implemented protocol is slightly
different from what has been presented in the whitepaper. For example, in the of-
ficial presentation of the protocol, not all messages transferred are signed, while
in the actual implementation they are all signed and should provide a better
security guarantee.

To evaluate the security of NEO, we first analyze the source code and provide
a formal and accurate presentation of dBFT with the security goals. Then, we
proposed two attacks against dBFT. Both attacks are on the safety of dBFT,
making conflict decisions possible. This violates the agreement property where all
honest replicas should agree on the same decision. Both identified attacks need
to require a view change to happen. The first attack assumes a malicious primary
to trigger the view change and the second attack requires a timeout (when the
network asynchrony makes a quorum unavailable) to trigger the view change.
Both attacks only require no more than f = bn3 c malicious replica, where n is the
total number of consensus participants and f is the number of Byzantine nodes
that the system is supposed to tolerate. We also provide recommendations on
fixing the identified vulnerabilities. Our contributions are summarized as follows:

– We provide the first clear presentation of the widely adopted dBFT consensus
mechanism, based on its source code [5]
git commit 5df6c2f05220e57f4e3180dd23e58bb2f675457d.

– We identify two attacks on dBFT. Both attacks are feasible with no more
than bn3 c nodes, where the first attack requires the primary to be Byzantine,
and the second attack requires a timeout of the current view.

– We provide recommendations to fix the identified problems.

The rest of our paper is structured as follows: Section 2 provides an overview
of PBFT. Section 3 defines the network assumption and the security properties,
and Section 4 provides the detailed dBFT protocol, with a comparison with
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PBFT protocol. Our identified attacks are presented in section 5. We provide
the recommended fix in section 6, and the related work in section 7. Finally,
Section 8 concludes the paper.

Communication with NEO. We have fully disclosed our results, including
both identified vulnerabilities and the recommended fixes, to the NEO team.
They acknowledge that our attacks are valid on their system, and have applied
the fixes [1] [2].

2 Overview of PBFT

Practical Byzantine Fault Tolerance (PBFT), proposed by Castrol [9], is the
most prevailing BFT consensus mechanism employed by current permissoned
blockchain systems. It enables a system to efficiently (with polynomial complex-
ity) tolerate f = bn3 c malicious nodes out of the total n nodes. PBFT is designed
in the partially synchronized network model, and proceeds in rounds denoted as
view. There are three entities contained in PBFT: Client, Primary and Replica
and three phases involved in the protocol: Pre-Prepare, Prepare and Commit.
We follow the descriptions of [9] and [22], and the communication pattern of
PBFT protocol is shown in Fig 1.

In the Pre-prepare phase, upon receiving a REQUEST message from a client,
the primary node creates and broadcasts the PRE-PREPARE message to all the
replicas. In the Prepare phase, each replica checks the validation of the received
PRE-PREPARE message. If the message is valid, the replica creates and sends a
PREPARE message to all nodes. In the Commit phase, upon receiving validated
PREPARE messages from a quorum (i.e., 2f + 1 replicas), this node creates and
broadcasts a COMMIT message to all nodes. The last step is to reply to the client
about the result. If a node receives a quorum COMMIT messages from 2f + 1
different nodes, then it executes the client request, creates and sends the reply
to the client. A client accepts the reply if it receives a reply from at least f + 1
nodes. The Pre-prepare phase is a one-to-all communication, while the Prepare
and Commit phases are all-to-all communications.

Primary

Node 1

Node 2

Node 3

Client

View-changeReplyCommitPreparePre-prepare Pre-prepare

P
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Fig. 1. PBFT Protocol
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The primary is changed through a View-change protocol, if only if the pri-
mary is faulty or if network asynchrony breaks the availability of a quorum.
In this case, the current round (view) is terminated and nodes initiate a view-
change to update the primary. View-change makes a new primary node select
from other nodes, and requires it to propose and send NEW-VIEW message con-
taining the changed request under the same sequence number. After that, it
enters the new view and continues the protocol.

3 Security Property

Safety and liveness are the main properties of a BFT protocol. The safety prop-
erty requires that a “bad” event in the system will never happen, and the liveness
property states that a “good” event will eventually happen. For example, PBFT
guarantees safety when no more than f = bn3 c are malicious, where n is the total
number of nodes running PBFT. PBFT guarantees liveness when no more than
f nods are malicious and the network is partial synchrony.

Network Assumption. Similar to PBFT, dBFT assumes a partially synchronous
network [11], where a message sent from an honest node will eventually arrive
within a fixed time-bound, but the bounded is unknown.

Security and liveness. While safety guarantees that the system behaves like
a centralized implementation to maintain a total order sequence of decisions,
liveness guarantees that clients eventually receive replies to their requests [9].
As a variant of PBFT, dBFT aims at providing the same guarantee under the
same assumption – the safety is guaranteed when no more than f nodes are
malicious, and the liveness is guaranteed with an additional assumption of a
partially synchronous network.

4 dBFT Protocol

This section presents how dBFT works and its comparison with PBFT. Our
presentation is based on the NEO official source code [19] and its technical
reports [29] [20]. We summarize the detailed procedures and provide the call
function workflow in the Appendix. Note that, to make it easier to understand,
we adapt the terms used in PBFT to present dBFT.

4.1 Overview of dBFT

Entities in dBFT. dBFT has three types of nodes, called “speaker”, “delegates”
and “common nodes”, and these types of nodes can be considered as the Pri-
mary, Replica and Client in the PBFT protocol, respectively. In dBFT, the pri-
mary node is randomly selected from the replicas to generate and send messages
(proposals/blocks). The replicas are required to vote for the received messages
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and maintain the globally ordered sequence of decisions (ledgers/blocks). They
are selected from clients according to their reputation as defined by NEO. The
client helps to disseminate messages through the underlying peer-to-peer net-
work. They provide various end-user services including payment, exchange, and
smart contracts.

State Transition in dBFT. There are three phases in the dBFT protocol, namely
“Prepare”, “Response” and “Publish”. The former two phases serve for the con-
sensus decision where the “publish” is used to broadcast the replies to a request.
In particular, the “Prepare” and “Response” phases are similar to the “Pre-
prepare” and “Prepare” phases in PBFT, respectively. The “Publish” is similar
to the “Reply” step of the PBFT. For simplicity, we will use the terms defined
in the PBFT to present the dBFT protocol, as they have been well accepted for
decades.

Primary

Node 1

Node 2

Node 3

View-changeReplyPreparePre-prepare Pre-prepare
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m
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ry!!"#-pre$%"#!"!!"&!"$!"'()*+!!'()*+〉-$"

!!"#$%"#.#/$)0/#!"!!"&!"1!!'()*+〉-1"

!'()*+〉-1#

!ViewChange, /+1, h, i,!'()*+〉-1 〉Client

Fig. 2. dBFT Protocol

As shown in Fig 2, upon receiving the requests from a client, the primary
starts the Pre-prepare phase by sending the PRE-PREPARE message to all repli-
cas. Each replica verifies the validity of the received message. If valid, then it
broadcasts a PREPARE message as its response. If a node receives PREPARE mes-
sages from a quorum (2f +1 nodes), then it executes the request and broadcasts
its reply as its final decision. If the primary fails, dBFT runs its View-change
protocol to reset the parameters and rotate the primary node.

4.2 Detailed Procedures of dBFT

Each execution of the dBFT protocol is initiated by its committee selection
algorithm and leader election algorithm to form a consensus group and to select
a primary from the group. When a primary and a consensus group is defined,
the actual consensus execution protocol contains two main phases, namely Pre-
prepare and Prepare. It also contains a View-change protocol when the primary
is faulty or when the network asynchrony breaks the availability of a quorum.

Let h be the current block height (i.e., the length of the blockchain). Each
replica is labeled by an index number i where i ∈ [0, n − 1] and n is the size of
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the consensus group. At the beginning of each round, the primary p is selected
from the consensus group following the rules of p = (h − v) mod n. To reach
an agreement on a block proposed by the primary node, each replica collects 2f
signatures on the proposed block from other replicas, where f = bn−1

3 c is the
assumed maximum number of Byzantine nodes. Once the agreement is reached,
a new round of consensus begins, and the view is reset to v = 0. The block
signed by replica i is defined as blockσi

. Here we give the detailed procedures of
each step, and the corresponding call function chart of each step can be found
in the Appendix.

– Committee selection: The replicas (i.e., consensus committee members) are
selected from the clients by the NEO foundation according to their reputa-
tion. Therefore, we omit the exact process here and put our focus only on
the consensus algorithm.

– Leader election: The primary is determined by (h− v) mod n, based on the
current block height h, current view v and the size n of the consensus group.
The leader rotates in the committee due to increased h.

– Pre-prepare: The primary creates a block containing valid transactions col-
lected from the network, and sends a signed pre-prepare message
< PRE-PREPARE, h, v, p, block,< block >σp> to all replicas.

– Prepare: After receiving the pre-prepare message, replica i checks the correct-
ness of the message, including the validity of signatures, the correctness of h,
v, p, block and the contained transactions. If the received proposal is valid,
then it broadcasts a signed prepare message < PREPARE, h, v, p, i, block,<
block >σi

> to all replicas.
– Reply: After collecting signed and validated PREPARE messages from a quo-

rum, the replica i is convinced that consensus is reached, and executes the
request and broadcasts its reply < REPLY, h, v,m, i,< block >σi>.

– View-change: When detecting a faulty primary or when a quorum is not
available, the replica i sends a VIEWCHANGE message < VIEWCHANGE, h, v +
1, p, i, block,< block >σi

> to other nodes. View-change is triggered when
valid messages are received from a quorum.

4.3 Comparison with PBFT

dBFT is a variant of PBFT protocol with several modifications, as follows. In
terms of protocol phases, dBFT removes several sub-protocols of PBFT. In par-
ticular, it removes the core Commit phase from the PBFT, and also removes
the auxiliary protocols including GarbegeCollection and Checkpoint. In terms
of the communication model, dBFT employs a peer-to-peer network topology
to disseminate messages, rather than the previous client-server communication
model. In terms of the message authentication, dBFT uses digital signatures to
authenticate messages rather than using MAC as in PBFT. In terms of con-
sensus committee, there are several changes. First, dBFT does not have a fixed
consensus group as in PBFT. Rather, it implements a mechanism to enable dy-
namic joining/leaving of nodes to offer flexibility. Second, for leader election,
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dBFT enforces the change of primary for each round of consensus. In particular,
at the beginning of each consensus round, the new primary p is determined by
p = (h− v) mod n. So, whenever a new block is accepted in the blockchain, the
primary will be changed.

5 Identified Attacks

This section presents two identified attacks on the safety of dBFT. Both attacks
need to enforce a view change. The first attack requires a malicious primary
to trigger the view change and the second attack requires a timeout (when the
network asynchrony makes a quorum unavailable) to trigger the view change.
Both attacks only require no more than f malicious replica, which is the case
the dBFT is supposed to tolerate. We make use of a simple scenario with four
nodes to demonstrate our attacks. Let n = 4, so f = 1. Let Ai be the identity
of the i-th replica, where i ∈ [0, n− 1].

5.1 Attack Case 1

Let A0 be the Byzantine node, and it is selected as primary. The detailed attack
process is shown as follows.

– step 1: The Byzantine primary A0 creates two blocks, block1 and block2,
such that they contain conflict transactions for e.g. spending a coin multiple
times. A0 then sends <Pre-prepare> on block1 to A1 and A2, and sends
<Pre-prepare> on block2 to A3.

– step 2: As both blocks are valid, A1 and A2 will create and broadcast a
<Prepare> message on the block1, and A3 will broadcast a <Prepare> mes-
sage on block2.

– step 3: Since no replica receives enough valid <Prepare> message (2f + 1)
from a quorum, the current round will timeout, and it triggers the view
change protocol.

– step 4: Run view change protocol honestly. Since in the previous view (v =
0), (h − 0) mod 4 = 1, so in this view v = 1, A3 will be elected as the
primary, i.e. (h− 1) mod 4 = 3.

– step 5: Run the consensus on block2 with v = 1. When a decision is reached,
A0 can create a conflict decision by releasing 2f + 1 = 3 valid <Prepare>

messages on block1 of view v = 0. This breaks the consensus safety.

5.2 Attack Case 2

Attack case 2 considers the scenario where the Byzantine replica is not primary
for the current view, and it relies on the view change triggered by network
asynchrony. (Note that unlike liveness, the safety should hold under network
asynchrony.)
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– step 1: Select the leader according to p = (h− v) mod n.
– step 2: The honest leader sends a valid proposal <Pre-prepare> on block1.
– step 3: the Byzantine replica performs the following strategy. If it receives

2f + 1 = 3 signed <Prepare> messages from others, it runs the protocol
honestly. If it only receives two signed messages, then it does not react.
This can happen due to network asynchrony. In the second case, there is a
possibility that replicas timeout the current view, and request a new view.

– step 4: If a view change is triggered, then the Byzantine replica runs it
honestly.

– step 5: If the Byzantine replica is selected as primary, then it proposes a valid
proposal <Pre-prepare> on block2, which contains transactions conflict with
the ones contained in block1.

– step 6: all nodes run the consensus protocol, and reach a decision on block2
with the current view number. When the decision is reached, the Byzantine
replica releases the two signed <Prepare> messages on block1 collected in the
previous view, together with its signed <Prepare> message also on block1.
This creates a conflict decision and breaks the consensus safety.

6 Recommended Fix

As shown in the previous section, the safety of dBFT cannot be guaranteed
even when no more than f replicas are malicious, as conflict agreements can be
reached. Our identified attacks are in fact not new. It is known that it is possible
to have a secure two-phase protocol for crash fault tolerance (CFT) protocols,
but a two-phase PBFT is vulnerable against Byzantine replicas. Thus, the Com-
mit phase becomes necessary [13], [9]. The fix then becomes straight forward –
the Commit phase is necessary to guarantee the safety, and dBFT needs to add
this phase back to make the protocol secure against the two identified attacks.

The Commit phase plays a role to check if at least 2f + 1 replicas have re-
sponded to the request. If a node has collected 2f + 1 signed responses in the
Prepare phase, then it commits the block by signing it together with state infor-
mation, and sends it to all replicas. If at least 2f +1 valid commits messages are
collected, then the replica updates the local state of the blockchain by including
the block into it, and broadcasts the result to the network. As this is a standard
construction in the classic BFT protocol, and is proved to be secure [21], we
omit the formal proofs in this paper.

7 Related Work

The consensus problem can be traced back in early 1975, when the Two Gen-
erals Problem with its insolubility proof was proposed [6]. The problem was
formally proved to be unsolvable, providing a base of realistic expectations for
any distributed consistency protocols. The FLP impossibility result [13] placed
an upper bound on what it is possible to achieve with distributed processes in
an asynchronous environment. The CAP [14] theorem states that distributed



Security Analysis on dBFT protocol of NEO 9

systems cannot satisfy all three conditions, namely consistency, availability, and
partition tolerance. BFT protocols can tolerate at most f ≤ b 3nc Byzantine
nodes, unless a trusted component is used [24].

Bitcoin. Bitcoin [17] is a cryptocurrency introduced in 2008. It aims at
tolerating < 50% malicious power in the system. Unlike traditional consensus
protocols, it does not require a pre-fixed consensus group. Instead, it allows any
node to join and leave the system. It makes use of a public ledger (a.k.a. a
blockchain) to record all transactions in the system. The public ledger is a chain
of blocks, where each block contains a sequence of transactions that have not
been recorded in previous blocks. Everyone can read the ledger from the Bitcoin
network, and can write on it by finding a block such that the hash value of the
block is small enough. The process of finding a valid block is called “proof of
work”. This concept defeats Sybil attacks, where an attacker can create many
fake nodes at a low cost. Different participants may create conflicting blocks. To
provide consensus on the conflicting blocks, participants only accept the longest
chain. However, this way of agreeing about blocks only provides a probabilistic
guarantee, as it is possible for malicious participants to work on a short chain to
race with a longer one, until the shorter one beats the longer chain. This leads to
attacks such as double spending attacks [30] and selfish mining attacks [12]. In
addition, the block size is currently limited to 1 MB. This limits its transaction
throughput to 7 transactions per second, whereas other existing payment systems
handle way more. For example, Visa confirms a transaction within seconds, and
processes 2k TPS on average, with a maximum rate of 56k TPS. For more
detail, we refer readers to a detailed comparison [25] between Bitcoin and BFT
protocols.

Adapting BFT protocols in blockchain. Classic BFT protocols provide
a better throughout and security guarantee. PBFT [9] proposes the first practical
Byzantine fault-tolerant algorithm with acceptable performance. Zyzzyva [16] is
a speculation-based BFT protocol that reduces cryptographic over-heads and
increases peak throughput for demanding workloads compared to traditional
state machine replication. However, an attack [15] on the safety of Zyzzyva has
been identified. MinBFT/MinZyzzyva [24] proposes to use a trusted component
to improve the performance and security of PBFT and Zyzzyva.

However, these systems cannot be adapted directly in the blockchain, as
they require a pre-fixed consensus group. Many systems (e.g. [22, 27, 28]) have
been proposed to adapt BFT protocols to address the shortcomings of Bitcoin
blockchain. PeerCensus [10] was the first blockchain to propose using proof-
of-work for selecting consensus committees, and use a BFT-style protocol for
reaching consensus. dBFT takes a different approach, where the consensus com-
mittee is defined by NEO based on the social reputation of nodes. We refer
readers to existing comprehensive surveys [8,18,26] on the membership selection
algorithms, blockchain consensus, and identified attacks.
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8 Conclusion

NEO, as the pioneer of public blockchain projects around the world, confronts
severe security threats. Our security analysis is focusing on the core component
of NEO, i.e., its dBFT consensus. As a variant derivative of PBFT, the dBFT
consensus removes the important Commit processes compared to the original
ones, resulting in deterministic forks under the specific conditions. In fact, it is
known that removing the commit phase would lead to insecurity. This paper pro-
vides a study to revisit this issue, as a lesson learned from the already deployed
and widely adapted consensus algorithm.
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25. Vukolić, M.: The quest for scalable blockchain fabric: Proof-of-work vs. bft replica-
tion. In: International workshop on open problems in network security. pp. 112–125.
Springer (2015)
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